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Abstract:  
The basis of the work of electroencephalography (EEG) is the registration of 
electrical impulses from the brain using a special sensor or electrode. This 
method is used to treat and diagnose various diseases. In the past few years, 
due to the development of neural network technologies, the interest of 
researchers in EEG has noticeably increased. Neural networks for training 
the model require obtaining data with minimal noise distortion. In the 
processing of EEG signals to eliminate noise (artifacts), signal filtering and 
various methods for extracting signs are used. The presented manuscript 
provides a detailed analysis of modern methods for extracting the signs of 
an EEG signal used in studies of the last decade. The information presented 
in this paper will allow researchers to understand how to more carefully 
process the data of EEG signals before using neural networks to classify the 
signal. Due to the absence of any standards in the method of extracting EEG 
signs, the most important moment of this manuscript is a detailed 
description of the necessary steps for recognizing artifacts, which will allow 
researchers to maximize the potential of neural networks in the tasks of 
classifying EEG signal. 
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Introduction 
Feature extraction is the process of extracting useful information from an 
electroencephalogram (EEG) signal to represent the correct data set before performing the 
classification procedure. Over the past decade, the database of the US National Library of 
Medicine, the popular libraries of Elsevier, Taylor & Francis, ieeexplore.ieee.org, more than 
500 works dedicated to the allocation of processing of EEG signals were presented. The 
analysis of these works allows us to conclude that the surge of interest in this topic is since it 
became possible to use various mxodels of neural networks as a classification tool. These 
researches focus on the signal EEG classification stage. The choice of the electrode does not 
carry great difficulties, due to the simplicity of the criterion for its selection (impedance, 
noise, etc.), but the competent implementation of the signs carry certain difficulties. For 
models of neural networks engaged in the tasks of signal classification, the main criterion for 
the correct operation is the correct receipt of a dataset. Therefore, the purpose of this 
manuscript is to conduct a detailed analysis of modern methods for extracting features of EEG 
signals. This study is especially relevant when identifying features for use in classification 
problems using machine learning. The following methods for extracting features were 
considered by Al-Fahoum (2014): temporal frequency distributions (TFD), fast Fourier 
transform (FFT), eigenvector methods (EM), wavelet transform (WT) and autoregressive 
method (ARM). In the paper, the characteristics of various methods were briefly compared. 
Mane et al. (2019), similarly, as and author in the article described above, various methods of 
feature extraction are compared, such as wavelet transform, independent component 
analysis, principal component analysis, autoregressive model, and empirical mode 
decomposition. Raut (2010) in his paper considered three subsets of the obtained 
characteristics by the method of extracting tracks, wavelet transform, and fractional Fourier 
transform. The author carried a comparison of efficiency out by classification using reference 
vector machines.  
Despite the stated goals, the described works did not fully reveal the potential and 
significance of the feature extraction technique in classification problems by machine 
learning.  The main disadvantage:  
- these works describe several methods for extracting attributes and testing them on one of 
the models of neural networks, that, according to the author, does not yet prove the 
correctness of the operation for extracting features. Since it is necessary to use several neural 
networks for verification;  
-  the recommendations are not presented in the works on the correct extraction of features 
in the tasks of classifying EEG signals for subsequent studies. 
This manuscript will try to avoid these shortcomings and fully disclose a method for 
extracting features from EEG signals. The algorithm for interpreting EEG signals consists of 4 
steps, figure 1. 
 
 
 
 
 
 
Fig.1. Algorithm for interpreting EEG signals 
 
In this paper, we will consider in detail the 2nd and 3rd steps, which have different tools for 
implementing but the same purpose - the extraction of features from the signal. 
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1. Filtering the EEG signal 
Filtering is necessary to attenuate certain frequency components of the signal. When working 
with EEG, this is especially important. Are known are 4 frequency bands of human EEG waves 
(pic. 1, a): 
- Delta: 3 Hz or lower. Delta waves are the slowest wave and have the largest amplitude. 
Usually, at the 3rd and 4th stages of sleep and young children of the first year, this signal band 
is dominant; 
- Theta: with a frequency range of 3.5 Hz to 7.5 Hz. This signal is noticeable in children under 
13 years of age; 
- Alpha: frequency range from 7.5 to 13 Hz. Typically, the posterior regions of the head emit 
alpha signals. This is the main type of signal in a normal adult in a relaxed state; 
- Beta: frequency greater than 14 Hz. It is markedly distinguished in patients who are alert 
for a long time or worry. 
Based on this, we can conclude about what frequency signals should be reduced. As a noise 
filter implementation, both filters made on analog elements and digital can be used. There are 
a huge number of schemes for implementing filters; their consideration is not included in the 
tasks of this manuscript. 
Mathematically, filters can be implemented in the following way. Let the original EEG signal X 
contain data obtained from M leads (channels). Moreover, in each lead m Є {1,2, ..., M} the 
signal is presented as a set of discrete samples taken at time instants with numbers n = 0,1, ..., 
N-1, where N is the total number of samples. Then in vector form, the signal can be 
represented as: 

,                                                  (1) 

where – signal value at time with number 
;  - the value of the m-th signal component at a specified point in time, 
 

To filter a signal represented as a sequence of discrete samples, discrete filters are used, 
which in the general case can be described by a difference equation: 

                                                    (2) 

where y (n) - sample of the output signal at the current moment of time n, x(n-i) - samples of 
the input signal at previous times (n-i), n Є {0,1, ..., N-1}, y(n-k) - samples of the output the 
signal at previous times (n-k), n Є {1,2, ... Q}, bi– coefficients of the input signal, ak– feedback 
coefficients, P - order of the input signal, Q - feedback order. 
The main characteristic of the filter is its transfer function H (z), which for discrete systems is 
determined using the Z-transform as follows: 

,                                                                                                                       (3) 

where y (z), x (z) are the Z-transformations for the signals y (n), x (n), respectively, f Є [0,1] is 
the relative signal frequency (the ratio of the signal frequency to the sampling frequency). 
A discrete filter that is used as an input is called a recursive filter or an infinite impulse 
response filter (IIR). Examples of such filter filters are Butterworth, Chebyshev, Bessel filters 
and elliptical filters. A discrete filter without feedback is called a transverse filter or a filter 
with a finite impulse response (FIR). One of the features of FIR filters is their linear phase 
response in the passband, which provides the same group delay at different frequencies. 
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Figure 2 showed the result of the process of filtering the EEG signal from the interference of a 
50 Hz network. 
 

 
Fig.2. The result of the filtering process of the EEG signal from the interference of the network 
50 Hz. 
 
In this case, the interference in the EEG signal from the network is a good example of the fact 
that neural networks that are more sensitive to artifacts are highly dependent on the process 
of filtering the signal. The neurophysiologist will be able to identify this artifact without 
software processing, while in the neural network this noise will introduce a significant error. 
 
2. EEG feature extraction 
There are many different methods for performing feature extraction. But at the same time, 
the analysis shows that approximately 85% of the work on this topic involved the Fourier 
transform and Wavelet transform. There are many different methods for performing feature 
extraction. But at the same time, the analysis shows that approximately 85% of the work on 
this topic involved the Fourier transform and Wavelet transform. Many researches, using new 
methods for feature extract, for comparing use the Fourier decomposition method as a 
reference one.  
2.1 EEG Fourier Transform 
The Fourier transform is a family of mathematical methods based on the decomposition of 
the initial continuous function of time into a set of basic harmonic functions (which are 
sinusoidal functions) of different frequency, amplitude and phase. 
The main idea of the transformation is that any function can be represented as an infinite sum 
of sinusoids, each of which will be characterized by its amplitude, frequency and initial phase. 
Al-Salman et al. (2019) and Hyvärinen et al. (2010) and Sitnikova (2009) and Chen (2014) 
and Kato et al. (2018) showed in detail that the continuous Fourier transform and the 
discrete Fourier transform have not found wide application in the process of extracting 
attributes due to their low efficiency. The most popular is the decomposition of the signal into 
harmonic components using the Fast Fourier transform. For the signal x (n), presented in the 
form of a sequence of samples (fig. 3, up), taken with sampling frequency Fs, time moments 
with numbers n = 0,1,  N-1, the discrete Fourier transform is defined as: 

,                                                                                     (4) 
where F (k) is the complex amplitude of the sinusoidal signal with a frequency k * △ f, △ f = Fs 
/ N resolution (step) in frequency, x (n) are the measured signal values at time instants with 
numbers n = 0,1, ... .N -1. 
The implementation of the Fast Fourier transform is presented in figure 3. 
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Fig.3. The implementation of the Fast Fourier transform, up - before, down - after 
implementing the Fourier transform 
 
The disadvantages of this method are the fact that when Fourier decomposition, even for one 
given frequency, requires knowledge of the signal from the past and the future. Moreover, 
under conditions of the almost inevitable limitation of the number of harmonics or the 
spectrum of oscillations, an exact reconstruction of the signal after the direct and inverse 
Fourier transforms is theoretically impossible, due to the appearance of the Gibbs effect. As a 
result, online processing of brain signals carries difficulties. 
Small discontinuities in a sinusoidal or any smoothly changing signal are difficult to detect in 
the Fourier spectrum, because they create many higher harmonics of very small amplitude. 
The spectrum of such signals contains subtle high-frequency components of the spectrum by 
which it is impossible to recognize the local peculiarity of the signal, and even more so its 
place and character. 
2.2. EEG wavelet transform 
Khan et al. (2020) and Balasubramanian et al. (2018) and Khalaf et al. (2019) and Kaleem 
(2018) proved that the fast Fourier transform can be used with high accuracy in conjunction 
with the wavelet transform.  
The wavelet transform carries a huge amount of information about the signal, but, on the 
other hand, has a strong redundancy, since each point of the phase plane affects its result.  
A continuous wavelet transform is defined as the scalar product of the original signal x (t) and 
the daughter wavelet function : 

                                                                        (5) 

where W(τ,a) - wavelet expansion coefficients; τ, a – пparameters of time shift and scale, 
respectively; operator * means complex pairing. 
Child wavelet functions , formed by shear and scale operations of the mother wavelet 

function  and related to it by the ratio: 

                                                                                                                                          (6) 

The complex Morlet wavelet, which is the product of a complex sinusoid and a Gaussian, is 
used as the mother wavelet function. The analytical expression of the Morlet wavelet has the 
form: 

,                                                                                                                       (7) 

where ω0 – maternal wavelet center frequency; σ – standard deviation of the envelope of the 
mother wavelet. 
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Figure 4 shows the implementation of the wavelet transform by Bajaj (2020). 

 
Fig. 4. Presentation of (up) a part of a one-channel EEG signal plot and the result of its 
analysis (down) by the wavelet transform based on harmonic wavelet functions and by the 
short-time Fourier transform  
 
For wavelet transform it is especially important to remove noise from the signal before 
analyzing them. Wavelets seem to be a very convenient and promising mechanism for 
cleaning and pre-processing data for EEG signals. It is worth noting the following work in 
which the methods described above were involved. Salabun (2014) showed how the fast 
Fourier transform (FFT) is used to find the frequency components in a time-domain signal.  
Based on a sample signal and spectral analysis, the main EEG waves are presented. This 
document introduces how to record and process. EEG signal from MindWave MW001 in 
MATLAB environment. For this purpose, Fourier analysis has been used as an effective way to 
do spectral analysis. Shaker (2007) presented the classification of EEG waves, which is 
achieved using a discrete wavelet transform DWT with fast Fourier transform (FFT) by 
accepting normalized EEG data. The proposed method makes use of both a discrete wavelet 
transforms and a discrete Fourier transform. Especially, the wavelet transform is used as a 
classifier of EEG frequencies. Also, the filtered EEG data used as input for the wavelet 
transform offers ideal success in rejecting unwanted frequencies and allows DWT levels to 
distinguish between EEG waves only. Salabun (2019) showed that for a multi-stage process is 
used for preliminary processing of EEG data.  Data is first pre-processed using Digital Signal 
Processing (DSP) filtering techniques to limit the effects of noise and artifacts, on the one 
hand, and determine the appropriate channels to be used on the other. Pre-processed signals 
are further analyzed using Fast Fourier Transform (FFT), Principal Component Analysis 
(PCA) for feature extraction, and k-nearest neighbor (KNN) for classification. Results for each 
step were presented and performance was evaluated. Dash (2014) demonstrated that for the 
analysis of epilepsy, the effective extraction of characters occurs due to Fourier and wavelet 
transforms. Delta, theta, alpha, beta, and gamma EEG sub-bands were obtained and studied to 
detect seizures and epilepsy. The extracted object is then applied to the ANN to classify the 
EEG signals. The authors concluded that the wavelet transform is a suitable method for 
frequency analysis of EEG for the analysis of epilepsy. Sellami et al. (2014), used a short-term 
Fourier transform (STFT) in the search for signs for identifying autism. Sawant et al. in the 
paper (2010), showed that EEG can be extracted by decomposing data using a multi-level 
discrete wavelet transform (DWT). Kocadagli et al. (2017) and Chatterjee et al.(2019) 
presented a general description of the work and methodologies for analyzing EEG signals in 
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the time and frequency domains using the short-term FourierChin-Teng (2008)  showed that 
EEG signals are sampled and then converted by three different feature extraction methods, 
including non-parametric weighted feature extraction (NWFE), principal component analysis 
(PCA), and linear discriminant analysis (LDA). Experimental data showed that NWFE + NBC 
gives the best classification accuracy in the range from 71% to 77%, which is 10% - 24% 
higher than LDA + KNN1. Lung (2015) devoted the article to the use of discrete wavelet 
transforms (DWT) in extracting a feature from an EEG signal obtained with a sensory 
response in children with autism. Training on a neural network with dedicated capabilities 
shows DWT that the network can achieve accuracy - 92.3%. Nava (2017), presented three 
different schemes for extracting characteristics from an EEG signal: relative energy of the 
spectral band, harmonic parameters, and Takura distance. Spectral estimation is performed 
using autoregressive (AR) modeling. The authors compared the effectiveness of these 
schemes in order to select the optimal set of functions for a specific, sensitive and accurate 
neuro-fuzzy classification of sleep stages. The distance and central frequency of Takura seem 
to be the most promising for classifying the stages of sleep. Kołodziej (2011) and Umale et al. 
(2016) presented a new method for extracting features from the EEG signal for designing the 
brain-computer interface. The proposed algorithms are based on wavelet transform and 
higher-order statistics (HOS).  
2.3 Principal component method 
The method of principal components is a multidimensional statistical analysis technique used 
to reduce the dimension of the feature space with minimal loss of useful information. The 
potentials of Electrooculography (EOG) are one of the most popular artifacts that occur when 
the pupils move. In this case, the maximum amplitude of artifacts is observed in the frontal 
leads and decreases towards the occipital leads. An important point is that the EOG artifacts 
are not related to the current rhythm on the EEG and therefore they must be removed from 
the signal. To remove artifacts caused by involuntary eye movements of the subject from a 
multi-channel EEG, a wide analysis of the main components is used. Siuly et al. (2015) and 
Artoni et al. (2018) and Dea et al. (2019) and Polat et al. (2008) and Putilov et al. (2015) 
described this process in detail.  The method of principal components consists of finding for 
the initial data such orthogonal transformation into a new coordinate system for which the 
following conditions are satisfied: 
  selective dispersion of data along the first coordinate is maximum; 
 sample dispersion of data along the kth coordinate is maximum under the condition of 
orthogonality to the first (k - 1) coordinates. 
As a result, the directions of the basis vectors will be chosen in such a way that the covariance 
coefficient between the projections of the initial data set on different coordinate axes will 
ultimately be zero, which will eliminate the effect of pupil movement on the result. The 
implementation of this method is presented in figure 5. 
 

 
                                           a                                                                              b  
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Fig. 5. An example of removing artifacts from an EEG: a - recording of an electrooculogram; b - 
reconstructed EEG signal without artifact component 
For correct research in the field of classification of EEG signals, the electrooculogram 
potentials should be considered, because the neural network can take this artifact as a useful 
signal. 
2.4. General average method 
The method for measuring potential is when the potentials of the electrodes located on the 
surface of the head are measured concerning the potential of the electrode mounted on the 
earlobe. 
The potential of the reference electrode mustn't change over time. But the conductivity of the 
scalp is electrically active, which leads to a measurement of potential. One of the simplest 
approaches to solving this problem is to recalculate the EEG signal values relative to the total 
averaged referent. 
This calculation is performed according to the formula: 

,                                                                                                                                        (8) 

where Xi is the rows of the matrix X (). In the ideal case, if the electrodes were uniformly 
located on the sphere, the total average for would be zero and the transition performed by 
expression (8) would allow restoring the exact values of the potentials. 
At the same time, despite the importance of this operation, the mention of the Common 
averaged installation was found to be found in only a few works by Gazit et al. (2016) and 
Guerra et al. (2018) and Li et al. (2019) and Deguire et al. (2019). 
 
2.5. Other methods 
Several studies offer non-standard solutions for extracting traits from a signal. Singh et al. 
(2016) proposed a new model of feature detection based on the Hilbert – Huang transform, 
multidimensional empirical mode decomposition (MEMD), and Hilbert transform (HT). 
Automatically, comparisons are made with the expansion of only the Fourier series and only 
on one model of the classification neural network. Cic (2019) created three combined 
characteristics by combining spectral characteristics and time-frequency characteristics. The 
first combined function was a combination of all three types of functions used: RSD, IMFmed, 
and IMFch. The second combination was RSD and IMFmed, and the third combination was 
RSD and IMFch. The criterion of efficiency was the comparison with the Fourier series. 
Chatterjee (2019) presented the expansion of the EEG signal by a Fourier – Bessel series and 
the aperiodic Bessel functions. There are too many initial conditions for the EEG signal, which 
makes it difficult to use this method in practice.  
Alomari (2013) proposed an automated computer platform for classifying 
electroencephalography (EEG) signals associated with movements of the left and right hands.. 
Data were pre-processed using EEGLAB MATLAB instrumentation and artifact removal was 
performed using AAR. Some works in an attempt to combine randomly use several methods. 
Ruddy et al. (2018) and Li et al. (2019) and Jain et al. (2019) and Übeyli et al. (2008) 
presented the results which only slightly surpass the results obtained by spectral Fourier 
analysis. 
 
3. Conclusion 
The authors are presented with the following algorithm for feature extraction from EEG 
signals. The algorithm includes the minimum operations necessary for the competent feature 
extraction from the signal, figure 6. Authors of EEG research are encouraged to use the 
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algorithm presented above to identify signs in EEG signals or, mention the reasons why these 
methods were not used. Analysis of the research on the topic of identifying signs with an EEG 
signal is complicated by the fact that there are no standards on this topic. Because of this, it is 
still quite difficult to conclude how successful the authors carried out feature extraction. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Algorithm for feature extraction of EEG signals 
 
In all works, the criterion for the success of extraction is the results that were obtained using 
the classification, which, according to the author of this work, is not correct. For example, 
each neural network model evaluates data in its way, and some models may not notice noise 
in the signal, but this does not mean the process of extracting feature was made correct. Since 
other models, with proper extraction, could show a higher percentage of correct answers 
during classification. To compare the correctness of the extraction of features from the signal, 
the authors often make comparisons with the fast Fourier method, the success criterion being 
the result of the accuracy of the classification model. At the same time, the fast Fourier series, 
although popular, is not a standard in the field of extraction by a sign from an EEG signal. 
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