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Abstract:  

With the advancement of technology and the increasing demand on smart 
systems and smart applications that provide a quality-of-life improvement, 
there has been a surge in the demand of more conscious applications, 
Machine Learning (ML) is considered one of the driving forces behind 
implementing these types of applications, and one of its implementations is 
Speaker Identification (SID). Deep Neural Networks (DNNs) and also 
Recurrent Neural Networks (RNNs) are two main types of Deep Learning 
that are being used in the implementation of such applications. Speaker 
Identification is being utilized more and more on daily basis and is being 
focused on by the research community as a result of this demand. In this 
paper, a review will be conducted to some of the most recent researches 
that were conducted in this area and compare their results while discussing 
their outcomes.  
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Introduction  
The main advantages of using computers are their ability to learn and adapt to data and 
perform automated tasks based on these learnings, this in turn, will increase the performance 
of tasks that is performed on computers. This is referred to as Machine Learning (ML) in 
Computer Science. ML deals with cases that are able to be learnt from testing data, instead of 
repeating the execution of specific tasks over-and-over (Abdulqader et al., 2020; Jahwar & 
Abdulazeez, 2020; D. Zeebaree et al., 2020; D. Q. Zeebaree et al., 2019). Recently, the field of 
Speaker Identification (SID), have seen a surge in research attention due to its promising 
implementations in the field of security, biometrics, forensics, etc. (Qayyum et al., 2018). SID 
has two primary modules, feature extraction and an ML model. The model works on 
recognition of speaker by analyzing features that are extracted from audio content and this 
has been studied by many researchers (Dahake et al., 2016; Hasan & Rahman, 2004; 
Nakagawa et al., 2012; Qayyum et al., 2018; Wang & Lawlor, 2017). The perfect modeling of 
unique features of speech and language for each individual is one of the biggest challenges in 
SID. These features rely on a range of characteristics, such as gender, pitch, articulation, age 
and acoustic environment, resulting in the production of unique varieties in the spoken 
accent and speech pronunciations (Qayyum et al., 2018), (Latif et al., 2018). For the past 
decade, ML methods and more specifically, Deep Neural Networks (DNNs) has been utilized 
extensively in the field of Speech Recognition and they have achieved great success (Bargarai 
et al., 2020; Hinton et al., 2012). These methods have been also seen to achieve greatly in the 
field of Speaker recognition (Ferrer et al., 2016; Garcia-Romero et al., 2014; Lei et al., 2014) or 
language recognition (Lopez-Moreno et al., 2014; Matějka et al., 2016; Song et al., 2013). 
When DNNs are utilized in Speech Recognition, they usually are getting trained for frame-by-
frame classification of how the speech sounds (e.g., from phone recordings). Likewise, a DNN 
is trained directly on frame-by-frame classifications for languages that were successfully used 
for language recognition in (Lopez-Moreno et al., 2014), however, this approach has only 
provided a competitive performance to short utterances of speech (Matějka et al., 2016). 

Recurrent Neural Networks (RNNs) on the other hand, and more specifically, Long Short-
Term Memory (LSTM) model have shown to be more efficient and fairly more successful in 
the implementations of SID and have proven that the models based on RNNs seem to 
outperform other models in different lengths and recitations (Qayyum et al., 2018), especially 
in complex problems such as sound event detection (Rui Lu, Zhiyao Duan, 2017), speech 
recognition (Graves et al., 2013), machine translation (Adeen et al., 2020; Bahdanau et al., 
2016) and speech emotion recognition (Latif et al., 2020). The rest of the paper is organized 
as following: Section 2 through 5 present theoretical background. Section 6 provides related 
works that have been performed on the area. Then in Section 7, a brief discussion and 
comparison of the results is made. Finally, Section 8 provides a conclusion of the review. 

2. Machine Learning (ML) 
ML is utilized to teach machines how to operate on data in an efficient manner. Sometimes, 
upon analyzing the data, we are not able to extract information or interpret a pattern from 
this data. In such cases, we refer back to using ML algorithms (Abdulazeez et al., 2020; Dey, 
2016; Richert & Coelho, 2013). 
 
 
 
 
 
 
 

Figure 1: Different stages of machine learning (Nassif et al., 2019) 
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Figure 3: An example of a Neural Network [54] 

(Nassif et al. 2019) 

                                                                                                                 

The purpose of ML is to learn from data. The process of learning, however, can be in many 
different ways; For example, we have many researches that shows machines learn on their 
own (Bowles, 2015; Max Welling, 2010) but also, we have other researches showing teaching 
of ML through training data (Batista et al., 2004; Bhavsar & Ganatra, 2012). ML is a section of 
Artificial Intelligence (AI) and it is closely related to (and sometimes even overlapped with) 
computational statistics, which at the same time, focuses on the use of computer to make 
predictions (Abdulqader et al., 2020; Xin et al., 2018). ML is commonly utilized in many 
different fields in order to solve difficult problems that cannot be solved using regular based 
on computer approaches (Maulud & Abdulazeez, 2020; Murphy, 2012; Domingos, 2016; 
Shalev-Shwartz & Ben-David, 2014; Zeebaree et al., 2019). The implementations of ML range 
from medical uses (Abbasi & Goldenholz, 2019; Choy et al., 2018; Peiffer-Smadja et al., 2020; 
Zeebaree et al., 2019) all the way into generic uses such as education (Bacos, 2020; Fiebrink, 
2019; Hodges & Mohan, 2019), sports(Ashley, 2020; Bunker & Thabtah, 2019; Cust et al., 
2019; Koseler & Stephan, 2017), finance(Agrawal et al., 2019; Emerson et al., 2019; Ghoddusi 
et al., 2019) and many more fields. ML is also strongly linked to mathematical optimization, 
which provides the field with theories, application domains and techniques (Xin et al., 2018). 
The main types of ML are: (i) supervised learning, (ii) unsupervised learning, (iii) semi - 
supervised learning, (iv) reinforcement learning and (v) deep learning (Nassif et al. 2019). 

 

 
 
 
 
 
 
 
 
 
 
 
3. Deep Learning (DL) 
Deep Learning (DL) is the type of ML that we will be focusing on mostly in this review since it 
is the main type of ML that is used for SID. According to (Gary Marcus, 2018), DL is primarily 
a statistical technique that is used to classify patterns, depending on the sampled data by 
utilizing neural networks with multiple layers. In the deep learning literature, neural 
networks typically consist of a series of input units that stand for objects like pixels or terms. 
Multiple hidden layers containing hidden units (also referred to as nodes or neurons) and a 
configured output unit with links between them. Such a network could be trained in a typical 
application on a large set of handwritten digits (these are the inputs, represented as images) 
and labels (these are the outputs) that determine the categories to which those inputs belong 
(Marcus, 2018). 
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These structures are defined as neural networks since all the nodes which are input, output 
and hidden can be seen as loosely similar to biological neurons, although they are vastly 
simplified, and the ties between nodes can be seen as representing the links between neurons 
in some way (Marcus, 2018). DL consists of two major types: Convolutional Neural Networks 
(CNNs) and Recurrent Neural Networks (RNNs). 
 
3.1 Convolutional Neural Networks (CNNs) are a type of Artificial Neural Network (ANN) 
that is able to extract local features in a collection of data. It simplifies the network model by 
assigning weights on singular mapping of features, thus, overall weights can be reduced. 
These characteristics have pushed CNN to be used widely in pattern recognition area (Fu Jie 
Huang & LeCun, 2006; Vincent et al., 2008; D. Q. Zeebaree et al., 2018). 
 
 
 
 
 
 
  
   
 
 
                    Figure 4: A basic structure of a CNN (O’Shea & Nash, 2015)  

 
3.2 Recurrent Neural Networks (RNNs), differently, RNNs are a second type of ANNs 
with memory that affects their next forecasts. For forecasts, the sequential knowledge saved 
in the memory of RNNs is used. The concept of utilizing RNNs instead of the conventional 
neural network is that it is presumed that not every single input and every single output 
relies on each other in the traditional neural network. Therefore, the usage of classical neural 
networks in speech recognition is deemed a poor idea (Amberkar et al., 2018; Yashwanth et 
al., 2004). There are several different neural networks usable, but RNN is used by them as it is 
more effective for speech recognition than the others (Amberkar et al., 2018; Saini, P., 2013; 
Shrawankar & Thakare, 2013; Yashwanth et al., 2004). 
 
 
 
 
 
 
 
 
 
    Figure 5: A basic structure of a RNN (Fernando J. Pineda, 1987) 

 
4. Speaker Identification (SID) 
In recent years, SID has drawn increasing interest from both the academic and business 
communities (Campbell, 1997; Hansen & Hasan, 2015; Togneri & Pullella, 2011), and is 
commonly utilized in implementations such as surveillance[64], discriminative speaker 
embedding learning (Cai et al., 2018a; Nagrani et al., 2017; Zhang & Koishida, 2017), and 
speaker diarization (Daniel Garcia-Romero et al., 2017). SID attempts to detect the speaker's 
identity automatically from an input utterance, given a closed collection of recognized speech 
models (An et al., 2019; Campbell, 1997; Hansen & Hasan, 2015; Tirumala et al., 2017; 
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Togneri & Pullella, 2011). The initial attempts at SID were conducted under optimum and 
highly regulated conditions with very small vocabulary scale, as explored in the analysis 
(Reynolds, 2002). Lately, using strategies such as UBM-GMM and Joint Factor Analysis 
(Kenny, 2006), as well as hybrid GMM and help vector machines, several daunting factors 
such as ambient disturbance, impersonation, and multiple ethnic diversities are being 
addressed (Togneri & Pullella, 2011). In addition, the advent of daunting datasets such as 
Speaker In The Wild (SITW) (McLaren et al., 2016) and its expanded variants such as 
VoxCeleb1 and VoxCeleb2 (Cai et al., 2018b; Chung et al., 2018; Nagrani et al., 2017), with a 
huge dataset of more than 5,000 speakers and a million utterances, has enabled real-world 
scenarios to answer SID. As a consequence, many strategies for deep learning have been 
proposed for this reason, including the models tested in (Chung et al., 2018; Ghahabi & 
Hernando, 2017; Hinton et al., 2012; Jung et al., 2018; Kenny et al., 2014; Kumar et al., 2018; 
Lei et al., 2014; Lopez-Moreno et al., 2014; Matejka et al., 2014; Nidadavolu et al., 2019; Park 
et al., 2018; Rohdin et al., 2019; Shon et al., 2018; Song et al., 2013; Takanori Yamada et al., 
2013; J. Wang et al., 2019; Xie et al., 2019; Yun Lei et al., 2014). 

The SID procedure entails extracting and defining speech characteristics from a collection of 
speakers; it is therefore important to choose the most effective methods of extraction of 
features which provide the most suitable representation of the features of their speech. 
Getting input utterances polluted with noise is one of the most challenging aspects of SID 
function extraction (Shahamiri & Binti Salim, 2014). Both layers of DNN remove features at 
various levels with layer-wise preparation (hierarchically). Deep architecture is a multi-layer 
hierarchical system, although each layer is self-trained to benefit from the previous layer's 
performance (Tirumala & Shahamiri, 2016). To overcome this difficulty, DL algorithms were 
used for hierarchical feature extraction (Kekre et al., 2011) to demonstrate their effectiveness 
in improving SID efficiency (Ghahabi & Hernando, 2017; McLaren et al., 2015; Richardson et 
al., 2015). DL has been active in numerous applications involving analytical and comparative 
function extraction (Dutta et al., 2015; Justin et al., 2015; LeCun et al., 2010; Pobar & Ipsic, 
2014; Xie, J. et al., 2012). After a successful feature extraction, a proper model should be 
prepared to create an embedding of the received utterance by working with a proper 
aggregation model to identify the speaker’s identity with respect to a list of speakers that 
were previously used for training (Hajavi & Etemad, 2019). 

5. Datasets 
The datasets which were utilized in order to train and validate the models are shown below 
in Table I: 

TABLE I: Utilized Datasets 
Source Dataset 

Name 
Content Usage 

(Nagrani 
et al., 
2017) 

VoxCeleb1 VoxCeleb1 contains 153,516 utterances from 
1,251 celebrities that have been collected under 

strict constraints and do not contain any 
annotation flaws(Chung et al., 2018). 

VoxCeleb1 is mostly preferred 
and used in testing speaker 

recognition model rather than 
training them. 

(Chung et 
al., 2018) 

VoxCeleb2 This is a newer iteration of its predecessor 
VoxCeleb1; This dataset contains 1,128,246 

utterances from 6,112 different celebrities. This 
specific dataset, however, contains some 

annotation flaws (Chung et al., 2018). 

Due to its several annotation 
flaws and its huge size, it is 

preferred that this dataset is used 
for training purposed rather than 

testing. 

 
6. RELATED WORK 
DL has been utilized in many different implementations of SID, in this section, we will study 
some of its utilizations and how it has performed under different implementations & 
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approaches. Qayyum et al. (2018) proposed the utilization of Bidirectional Long Short-Term 
Memory (BLSTM) which is based on Recurrent Neural Networks (RNNs). RNNs are known to 
be performing quite well in speech modeling and processing, and in their case for the task of 
Quranic reciter identification. Their results showed that the BLTSM-based model performed 
significantly better than other models that were previously used for this purpose and also, 
computationally less expensive. Cai et al. (2018) In an end-to-end speaker & language 
framework, the authors investigated the encoding/pooling layer and the loss function. They 
built a recognition method that recognized variable-length inputs and produced results for 
the utterance stage. In aggregating variable-length input sequences into a representation of 
utterance level, the encoding layer played a part. Apart from the simple TAP aggregation 
feature, to get the utterance level representation, they added a self-attentive pooling layer 
and a learnable dictionary encoding layer. As for the loss feature, they implemented center 
loss and angular softmax loss in open-set speaker verification to get the most unequal 
speaker embeddings. Their experiments demonstrate that an end-to-end learning system's 
output enhancement is important and ties this to the encoding layer and loss feature they 
proposed. An et al. (2019) the paper discussed two CNN based methods for SID, which are: 
Visual Geometry Group (VGG) nets and Residual Neural Networks (ResNet). The authors 
equip these two strategies with a systematic self-attention system that, instead of depending 
on maximum or average pooling done by previous DNN-based SID processes, learns a 
weighted average across all time stamps. Using this organized self-attention layer alongside 
numerous attention hops, the suggested method becomes acquainted with the handling of 
fragments of varying duration and may acquire speaker attributes from different facets of the 
input series at the same time. Cai et al. (2018) explored a deep length normalization strategy 
in end-to-end SV system. By adding two following layers (L2-normalization and a scale layer) 
before the output layer, the author managed to make the learned deep speaker embedding 
normalized in an end-to-end manner. However, the author notates that, the number of the 
scale parameter is crucial for his approach and specifically when the number of output 
categories are large. From the experiments of the author, we could note that by setting a 
proper value for the scale parameter the results were improving significantly. The author 
finishes by adding that, having a simple inner-product while training a L2-normalized deep 
embedding system can achieve a state-of-the-art status. Chung et al. (2018) the author 
created a massive collection of utterances from over 6,000 speakers then continue by 
developing a CNN based model SID systems and uses this newly acquired collection to train 
the system. Although that the new collection seems to have some annotation flaws, it still 
gives an amazing performance for training SID systems, as when the system is tested by using 
the VoxCeleb1 collection the system seemed to do an efficient job by only having a 4.19% 
error rate. This turned out to be one of the best results of the number of results that we 
studied in this paper. Xie et al. (2019) attempted a few different approaches at the subject, 
although they are using another CNN-based model to develop the SID system (thin-ResNet 
model), they try a new dictionary-based NetVLAD or GhostVLAD aggregation method that is 
able to be trained on end-to-end basis.  The authors continue by developing their system and 
training it by using the VoxCeleb2 dataset and test their system by using the VoxCeleb1 
dataset. At the same time, the authors tried a different approach to show the effectiveness of 
their work, they developed a different SID system by using the same CNN-based thin-ResNet 
model but instead of the dictionary-based GhostVLAD aggregation method they tested a more 
commonly used TAP aggregation method which resulted in high error rates due to 
combination of TAP with softmax loss. The authors conclude their research by stating that 
their new approach has an edge over other approaches since it is using fewer parameters and 
achieves the amazing performing capabilities on the VoxCeleb1 test. And they finally add that, 
although that for generic SID procedures short utterances are preferred, their work shows 
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that in the cases of “in the wild” data, lengthier utterances seems to perform better. Hajavi & 
Etemad(2019) suggested and actually implements a Fully Convolutional Network (FCN) 
approach in developing their SID system which they call (UtterIdNet). The researchers train 
their new system with the infamous VoxCeleb2 dataset and test it using the VoxCeleb1 
dataset. Their system showed significant improvements in the short-segment range such as 
250 ms, 500 ms and up to 2 seconds. They back their claim of having an efficient and 
improved system by stating that besides the system’s accuracy improvement, the system’s 
training took almost half of the other systems that it was compared to. However, their new 
system was marginally outperformed by some other systems such as the one proposed in 
(Shon et al., 2018), (Okabe et al., 2018), and they factor this to the choice of a simple 
aggregation technique for combining the different short segments within the full utterance 
and they state that this should be investigate this in future works. In the paper by Nagrani et 
al. (2020), the writers presented a modular approach that was used to automatically produce 
a dataset called "VoxCeleb1" which "VoxCeleb2" and later became a standard for training and 
testing purposes in the speech community. The authors investigate the high error rate of 
traditional models such as (I-Vectors + PLDA) which comparing to other SID models seem to 
suffer at 8.8% error rate. And they refer this back to the neglection of the softmax loss which 
was not used with this model. They suggest that by adding the softmax + contrastive loss to 
another traditional model such as VGG-M the error rate outperforms I-Vectors + PLDA by 1% 
difference. They conclude their study by saying that while their models are focused on 2D 
convolutions that are added to spectrogram parameters, their future work may involve 
exploring alternatives that might be more efficient, like 1D time convolutions organized as 
input channels with spectrogram frequencies, or ID convolutions directly added on 
plain waveforms. Okabe et al. (2018) indicated that for the extraction of deep speaker 
embedding functionality, attentive statistical pooling should be used. They proceed to add 
that the pooling layer suggested measures weighted means and weighted standard deviations 
over frame-level characteristics scaled by an attention model that allows the embedding of 
the speaker to concentrate only on important frames. They further add that log-term 
differences may be obtained as speaker characteristics in the standard deviations due to this, 
and that this mixture of focus and standard deviations creates a synergistic impact to provide 
greater discriminative power to deep speaker embedding. They finally conclude that even 
though that they have achieved considerable improvements with their X-Vector model in 
short and long duration conditions, I-Vectors will remain a challenged in longer durations 
(such as 300s in SRE12 CC2) and that this will be tackled in their future works. Hajibabaei & 
Dai (2018) the authors in this paper investigate different methods that could potentially 
improve prediction accuracy of a text-independent SID system. Their results show that the 
augmentation and time-reversion of the training data can help improve effectiveness of 
training sets and this, the general power of the trained network and if this augmentation is 
applied in the testing stage an improvement in prediction accuracy would be seen. The 
authors suggest that the usage of proposed loss function with independent scale and bias for 
each class would result in embeddings with much higher identification accuracy. And they 
conclude by encouraging those who are interested in the field of SID to apply recommended 
methods to improve the resulting system’s prediction accuracy. Lukic et al. (2016) proposed 
the use of simple spectrograms as input to a CNN based model and investigated the feasibility 
to identify speakers by using features generated by a CNN. The researchers concluded that 
the features that were learned by the CNN were relevant to recognize unknown speakers and 
also that, their system was designed to remove silence in speeches. The researches also add 
that, although the system can perform the preprocessing of detecting and removing unvoiced 
speech, their system is still not completely tuned and there is still a lot of room for 
improvement. Tirumala & Shahamiri (2017) suggested the use of Deep Auto Encoders (DAEs) 
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in the implementation of SID systems. The experiments that were held in the research were 
using data from 84 speakers. Their experiments carried out found that a DAE network which 
has three autoencoders over conventional neural network architectures was able to achieve a 
recognition accuracy of 98.8 percent. As illustrated in previous DL reports, the analysis 
confirms the value of scope, and especially with its variations in accuracy between normal 
back propagation and layer-wise exercise. Zhao et al. (2014) focused on SID implementation 
in a noisy environment which as they argue, is rarely studied in the field. Their analysis 
approaches the problem in two steps, with the first step utilizing a DNN classifier to remove 
the noise by binary masking. After that, on the basis of direct masking and restricted 
marginalization, they conduct SID with models that are conditioned in chosen reverberant 
environments. Their observation reveals that SID output over similar systems in a broad 
variety of signal-to-noise ratios and reverberation periods is greatly enhanced by the 
proposed method.  

Nicolson & Paliwal (2020) introduced a sum-product networks (SPNs) based system for 
robust speech processing by utilizing a simple robust speaker identification task. They 
discussed that, although that current SPN toolkit and learning algorithms are still in their 
infancy, their aim was to show that SPNs are actually capable of becoming a useful tool to be 
used in speech-processing field in the future. The conclusion of their research shows that, in 
terms of SID accuracy, the SPN models seemed to be more robust that the two CNN based 
models that they were compared with. Additionally, the SPN models consisted of much lower 
parameter counts that their CNN-based counterparts. The result indicated that SPN models 
could be a more robust, parameter efficient alternative for regular CNN-based models in SID. 
Ravanelli & Bengio (2019) indicated that Mutual Information (MI) or related measurement 
forms are promising resources for unsupervised learning of representations, although it is 
difficult to quantify reciprocal information between two random variables, especially in high-
dimensional spaces. Some recent experiments seem to accomplish an implied optimization of 
MI with the design of encoder-discriminator, which is close to that of Generative Adversarial 
Networks, the authors add (GANs). By optimizing shared knowledge between an encoded 
representation of chunks of speech, which is sampled randomly from the same sentence, they 
experiment with the capturing of speaker identities. The researchers suggest that this method 
appears to successfully acquire valuable tasks for recognizing and checking speakers, as the 
tests involve both unsupervised and semi-supervised learning conditions and equate the 
performances obtained with various objective roles. 

 

TABLE II: Comparison among different SID approaches and their error rates 
Source Model used Feature 

extraction 
method 

Loss Dataset Error 
Rate % 

(Nagrani et al., 2020) I-Vector PLDA - VoxCeleb1 8.80 
(Cai et al., 2018b) ResNet34 SAP A-softmax+PLDA VoxCeleb1 4.40 
(Cai et al., 2018b) ResNet34 LDE A-softmax+PLDA VoxCeleb1 4.48 

(Okabe et al., 2018) TDNN (X-Vector) TAP softmax VoxCeleb1 3.85 
(Hajibabaei & Dai, 

2018) 
ResNet20 TAP AM-softmax VoxCeleb1 4.30 

(Chung et al., 2018) ResNet50 TAP softmax + 
Contrastive 

VoxCeleb2 4.19 

(Cai et al., 2018a) LDE-ASoftmax LDE A-softmax VoxCeleb1 4.56 
(Xie et al., 2019) Thin ResNet34 TAP softmax VoxCeleb2 10.48 
(Xie et al., 2019) Thin ResNet34 GhostVlad softmax VoxCeleb2 3.22 
(An et al., 2019) ResNet-18+Self-

Attention 
- - VoxCeleb1 9.20 

(Hajavi & Etemad, 
2019) 

UtterIdNet TDV softmax VoxCeleb2 4.26 
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Throughout this review, we have discussed many different approaches of Speaker 
Identification implementations and each have shown different performance rates. In Table II 
the most significant and comparable results are compiled from all the different types of 
models, aggregation methods and different loss. From the table we can see that the authors of 
(Xie et al., 2019) have clearly outperformed all the other model types with an error rate of 
3.22 percent; this result is clearly produced by their use of GhostVlad aggregation method, 
where in their second test of using the basic Temporal Aggregation Pooling (TAP) method, 
their system’s performance degraded down to 10.48 percentage of errors.  The authors in 
(Okabe et al., 2018) are closely scoring to the outperforming model by scoring 3.85 percent 
error rate, in order to apply various weights to different frames by using an attention 
mechanism and to produce weighted standard deviations within weighted ways. This 
approach shows that the error rates were significantly reduced from the conventional 
methods that were used in earlier researches. The rest of the approaches are scoring 
marginal results except of the results in (Nagrani et al., 2020) and (An et al., 2019), which are 
using traditional method (Nagrani et al., 2020) and no use of loss functions by An et al. (2019) 
which resulted in 8.8 and 9.2 percent error rates respectively. 
 
8. Conclusion 
In this paper we have reviewed the basics and clarified the progress that has been made in 
the past couple of years in the Speaker Identification field. It is concluded that the SID can be 
safely implemented in systems that requires its presence to function, since it is in a state that 
can be effectively utilized, however, there is still a space for improvements. Although most of 
the utilized models such as (UtterIdNet proposed in (Hajavi & Etemad, 2019), ResNet20 
(Hajibabaei & Dai, 2018), TDNN(X-Vector) (Okabe et al., 2018) and I-Vector (Nagrani et al., 
2020)) are trained using the two most prominent datasets (VoxCeleb1 and VoxCeleb2), there 
could always be more datasets to help and push the field forward. 
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