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Abstract  

The contexts of SDN or Software Defined Network deliver increased level of 
programmable and functionality within the network development, network 
configuration and development of the dynamic management in the software 
protocol. SDN concept also provides centralized management and 
development approach for the network selection, network control and data 
plans. In this paper, different deep learning models and technical processes 
for the SDN networks have been reviewed. 
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1. Introduction  
The concept of Software Defined Networking or SDN is assessed as an adaptive, manageable, 
dynamic technology which serves different purposes in the context of the software 
management and evaluation (Yu et al. 2018). This architecture of SDN uses special 
management capability by which it separates the processing of data plane and control plane 
(Sendra et al. 2017). Considering this opportunity, the technology of software defined 
networking has opened different dimensions for effective participation and management 
capability for the technological processes (Lee et al. 2013). The amount of data that passes 
across networks and the variety of processing functions that are applied to it is both growing 
exponentially Effective network management is progressively depends on extracting 
information from this info. In our current model, the paradigm of Software Defined Networks 
(SDNs), new pathways are opened due to their knowledge collection capabilities and 
programmability (Sendra et al. 2017). The Openflow basic API is widely used in SDNs. Within 
the context of SDN, the control panel makes the decisions and effective performance for the 
packets processing for the network capability management (Askar, 2017; Fizi & Askar, 2016). 
It describes how to move information between the software and hardware flight control 
systems (Sendra et al. 2017). We examine what kinds of knowledge can be obtained from 
Openflow network data, as well as how it can be applied to network management tasks using 
this information (Lee et al. 2013). This research is an early move into an SDN usage of Machine 
Learning (ML) to track and manage business networks utilising the Openflow protocol. Several 
techniques have been developed to investigate the movement of traffic across a network. 
Usually, knowledge about the transport and directly examining the payload have been utilised 
in tandem. As a result, though, machine learning techniques are the preferred methodology in 
recent research, both methods have many issues (Sendra et al. 2017). Concepts and 
applications in this context. There are a variety of things that may happen, some examples are: 
Predicting network trends (e.g. traffic counts); Use of network resources (AEF, WAF, and 
DoS/DDoS detection It's possible that software-defined networks will simplify the use of apps 
like this in general network configurations (Sulaiman & Askar, 2015; Fares & Askar, 2016; 
Lange et al. 2015). They provide a software-defined separation between the data and 
forwarding plane (Sendra et al. 2017). There are built-in data collection methods as well as 
network behaviours that can be enforced without use of middleware. Computer efficiency has 
significantly increased in recent years as a result of hardware promotion (Li et al. 2019). As a 
result, deep learning has been commonly used to address a broad range of challenges, including 
image recognition and traffic analysis for different SDN networks. In the application of network 
intrusion detection and management processes, deep learning may allow classification and 
prediction through learning a vast volume of data for the development of the SDN system. As a 
result, the deep learning-enabled intrusion detection and prevention framework (DL-IDPS) 
will be proposed and implemented over SDN networks (Singh et al. 2021). Utilization of 
different deep learning methods and processes within the SDN networks, can be effectively 
utilized for managing the development and progression of the system models. The context of 
SDN expands to the practical utilization and management of the technological prospects for the 
assessment of the network capability and management considerations (Askar, 2016; Keti & 
Askar, 2015; Qadir & Askar, 2021; Singh et al. 2021). In this way, the management for the 
network capability can be considered to utilize improved utilization of the software and 
hardware integration.  
 
2. Related Works 
SDN (Software Defined Network) is described as a new networking system that separates 
available different forms of control and forwarding planes to support the detection and 
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determination of the available components (Sendra et al. 2017). Packet forwarding machines 
(usually Openflow switches) in the forwarding plane deal with the actions of data packets 
depending on the forwarding tables received from the handler. The controllers own the 
ultimate vision of the network in the control plane and will therefore perform unified network 
control. The controller will monitor the actions of the switches by transmitting forwarding 
rules to them. In SDN systems, the components for single controller mode is impossible and 
impractical due to the vast number of different switches used in similar networks. The high 
volume of engaged traffic and the contexts of latency management and processing between the 
device arrangements and the switch make a single controller management system for the 
configuration difficult. SDN will greatly minimise network control and maintenance 
complexities while still encouraging network creativity, making it common in current network 
scenarios such as data centres. In addition, the implementation of the theoretically centralised 
control plane's physically dispersed architecture has been investigated. As a result, various and 
distributed controllers setup and developments have been suggested in the literature to 
increase and process the control plane's stability and scalability (Kaur et al. 2018). The basic 
challenge in the different aspects of distributed control plane is to solve and assess the 
controller positioning problem for SDN networks, which involves deciding the position of the 
controllers. Furthermore, after the controllers have been mounted, the problem of which 
direction each one is turning should be mapped should be solved (Li et al. 2019). As explained 
in the tutorial, the transition to controller mapping explains the relationship between the 
switch controller and the network (Lange et al. 2015). This has been well discussed in the 
literature with the emphasis on controller count and placement, so there is no need to repeat 
it here. Most controllers seek to solve the issue by using resources more carefully, increasing 
reaction speed, or taking into account several perspectives. current research works, on the 
other hand, tackle the switch controller mapping issue using real-time network context details 
such as controller traffic load, operating state, and resource usage. The topology of the 
networks, on the other hand, can be complex and shift over time. For example, a controller 
malfunction can cause the controller to exit the device. Given this, it's preferable to map this 
freshly joined transition to a controller with a lower failure rate (Rasool et al. 2019). As a result, 
the mapping decision can be influenced by time-varying network dynamics (Lee et al. 2013). 
This complicates the switch controller mapping issue since the switch controller mapping 
optimization judgement must take into account not just the current device state but also the 
network environment's time-varying characteristics (Singh et al. 2021). A few research 
projects have been created to respond to the changing network traffic scenario. As a result, the 
mapping approach can be influenced by time-varying network dynamics. If a switch is 
connected to a controller that could malfunction in the future, for example, there may be an 
extra expense to migrate the switch (Lee et al. 2020). However, the previously described 
research work focuses on long-term time-average efficiency enhancement for lowering device 
operating costs while only taking traffic fluctuations into account (Lee et al. 2020). The 
controller and switch dynamics, such as controller and switch entering and quitting due to 
network topology dynamics, were not taken into account. Internet of Systems has been 
considered to be opened the way for the transformation of the traditional industrial market to 
Industry 4.0, an automated and interactive revolution. A network of linked machines (sensors 
or actuators) is developed under this umbrella, with the data provided by these machines being 
gathered and evaluated for better decision making for the software based systems. The 
machines and systems used in this self-contained Industrial setup for the deep learning 
provision can communicate with one another, relay data, and collaborate to achieve broader 
industrial goals. This massive amount and conceptualization of data sources (volume), which 
is modified and analyzed frequently in relation with the systematic analysis (velocity) and 
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produced in a variety of formats that are used in the system (variety), must be computationally 
formulated and analyzed in order to uncover secret trends and correlations 
(internal/external). The data's latent dynamics aid in bettering decision-making and corporate 
practices, resulting in improved efficiency, cost-effectiveness, and accuracy (Lee et al. 2020). 
The whole method of processing, sharing, and reviewing big data erodes the underlying 
concepts for the network infrastructure processes and enabling architectures' functionality 
significantly (Lee et al. 2020). This will result in greater inefficiencies within the system and 
delayed operations/workflows, which can have a negative effect on total industrial outputs. 
This necessitates the use of adaptive network technologies that can maintain consistency even 
while under a lot of stress (Xue et al. 2018). The close linking or binding of different aspects of 
control and data forwarding activities in traditional network design does not meet these 
criteria or specifications (Xue et al. 2018). Traditional TCP/IP design, for example, may 
accommodate end-to-end communications yet isn't modular enough to federate the pervasive 
implementation or disbanding of forms of remote network enabling machines at 
geographically scattered industrial locations (Xue et al. 2018). This challenge highlights the 
need for a scalable and agile network design in which data forwarding processes are isolated 
from control capability. One of the suitable solutions is Software Defined Networking (SDN), 
and systematic approaches which provides logically unified control functionality through 
decoupled data and control planes (Lee et al. 2020). Most industrial networks cope with a 
combination of applications, time-sensitive and legacy applications that need various network 
mechanisms, increasing the network architecture's complexity (Askar et al., 2011; Al Majeed 
et al, 2014; Singh et al. 2021). In such cases, though, SDN will continue to improve the network 
by including a versatile and multi-tenant design. When it lands in the digital room, the race for 
continuous access for distributing high-fidelity data from the central level to all the 
components in an Industrial device contributes to some protection complications (Lee et al. 
2020). SDN, on the other hand, makes core business activities easier by offering a dependable 
and stable connectivity system (Singh et al. 2021). Furthermore, in the above-mentioned 
mixed-mode application case, the need for constant and sustained communication results in 
low visibility, reducing the capacity to shield and protect either device. Any SDN vendors sell 
layer 3 encryption technology, although others contend that it is prohibitively expensive and 
impossible to implement. SDN helps here in it has global exposure that enables businesses to 
monitor and maintain the overall network protocol presence, and dependable network 
management (Lee et al. 2020). All in one place means SDN has several challenges, for example, 
it is vulnerable to single points of failure (Lee et al. 2020). An opponent will soon take over the 
controller, clogging the entire network and inserting bogus legislation, are still a problem for 
governments, said Bogdanoff. Authentication can also be integrated into an SDN strategy to 
guarantee the accessibility, security, and privacy of information. a modern safety mechanism 
called Next-Generation SDN decouples protection from network traffic and firewall control 
planes. A framework for planning, installing, and monitoring, for network controls (such as 
firewalls) has been built into SEC (Lee et al. 2020). 
 
While layer 3 encryption is safe, certain businesses use mutual orchestration, through which 
the infrastructure is managed by a third party (Singh et al. 2021). Furthermore, SDN 
architecture's simplicity allows for the addition of additional infrastructure from a variety of 
suppliers or providers. However, the challenge is how to maintain the new connection's 
stability. Furthermore, deploying the widely used application level encryption not only adds 
overhead and limits bandwidth, but it also has an effect on latency and throughput (Singh et al. 
2021). If data source systems are to be investigated, security solutions must be disabled, 
making the enterprise vulnerable to attackers. The separation of resources and protection from 
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management and maintenance in SDN architecture will protect sensitive business assets (Singh 
et al. 2020). Via its distributed infrastructure, Blockchain technology may be used to have the 
desired disaggregation throughout this path (Wu et al. 2020; Husain & Askar, 2021; Samann et 

al, 2021). It therefore eliminates dependency on a single point of vulnerability and follows a 
protection architecture that is independent of the underlying network infrastructure (Singh et 
al. 2020). Furthermore, the permissioned blockchain will implement the advantages of 
centralized management for improved control and uniformity (Abdulkahleq & Askar, 2021; 

Khalid & Askar, 2021; Tapia et al.  2013). The blockchain not only secures the SDN 
infrastructure, but it also aids in the tracking of network insights and results (Singh et al. 2020). 
Furthermore, it guarantees that data points, incoming traffic, and external attacks are all 
investigated simultaneously without the monitoring protocols being turned off (Tapia et al.  
2013). The data source, the owner, the final destination, future paths, protection provisions, 
and security enabling authority may all be tracked using blockchain (Singh et al. 2020) It is 
unconcerned with network infrastructure, preferring to ensure disaggregated and agnostic 
security orchestration. 
 
3. Methodology 
This research will follow positivist philosophical approach in order to facilitate effective 
determination of different research outcomes. In this way, the effective management and 
determination of the outcomes of this research can be effectively determined (Tapia et al.  
2013). To conduct this systematic review, definite resources and strategic components have 
been adopted in this report. Allocation and management of time and resources have been 
aligned so that the author can evaluate the findings in justified approach. In this way, selection 
of the approaches has been conducted effectively.  
 
The search criteria for this research, includes conduction of the searching of the journals by 
using definite keywords such as deep learning, SDN, Software Defined Networks, Resource 
attribution, etc. Only reliable and valid data sources have been selected in the search process. 
Articles that are published between 2015 and 2021, have been included in the comparative 
analysis of the journals. In this process, definite selection of the data base and resources have 
been included in the search process. Based on the availed resources and journals, the 
comparative analysis has been conducted in this assessment.  
 
Ethical considerations have been maintained effectively in this research. Data has been 
collected only from the reliable and valid sources. In this way, the collection and analysis of the 
data have been conducted effectively. To conduct the overall research, selection of appropriate 
resources and capabilities have been ensured.  
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4. Analysis and Findings 
Table 1. Comparing Literature 
 

Authors Findings 

Qin et al. 
(2019) 

Authors analyzed the rapid progression and development of the recent technological capability and demonstration 
of the keen learning on the SDN facilities (Lee et al. 2020). The authors outlined that apart from the features of 
traditional networks, the concept of SDN is programmable in which the operators can modify the setup and 
development of the SDN networks. Within the development phase of the SDN facilities, the security and 
programmability features were considered as highly important for the development of the Convolutional Neural 
Network. (Qiao et al. 2020) CNN and RNN or Recurrent Neural Network are the basis for different aspects of the 
network processing system. Development of the deep learning methods for effective resource management.  

Singh et al. 
(2021) 

Machine learning is commonly used to overcome anomaly-based identification approaches. Signature and anomaly 
detection are often used in intrusion detection. Some recognized attack forms can be detected with high precision 
using signature-based methods (Lee et al. 2020). The unknown threat, on the other hand, is undetectable. After 
designing the characteristics of the network flows, a machine learning algorithm is used to detect new attack 
network flows. The architecture of network flow elements, on the other hand, is a difficult challenge. Similar assault 
styles can be influenced by various characteristics. It has the benefit of detecting new forms of attacks as well as 
understanding recognized types of attacks. Furthermore, the detection system focused on machine learning has a 
poor detection score. 

Fan et al. 
(2020) 

The two different ways spectrum-allocation schemes are called 'underlay' and 'overlay' (Singh et al. 2020). The V2X 
underlay and cellular devices have the same frequency levels, causing equal interruption. While C-V2X users would 
need shared cellular bandwidth for data transmission, the offloading of traffic is more complicated for V2X 
networks. Wired and wireless users have separate frequencies in the overlaid on the V2 device, enabling two 
communications to take place in the same frequency range. Increasing the number of V2 devices has the greater 
impact on Quality of Service (QoS) since additional spectrum is allocated to these devices (Singh et al. 2020). Because 
of this, V2X and cellular interactions must be heavily rely on each other, resulting in more complex and effective 
resource allocation procedures. Deep learning implications for assessing the implications for the SDN cellular V2X 
can be implemented. In this paper, authors have different aspects for the traffic load balance and improving the 
contexts for the network congestion.  

Lee et al.  
(2020) 

The authors described that SDN networks dynamically divides a network in several data and control planes. In this 
centralized management procedures, effective management of the deep learning association and differentiation of 
the network prospects have been conducted.  

Singh et al 
(2020) 

The authors have considered different aspects of IoT or internet of things as the revolutionary model for 
technological accumulation of the faster delivery and management of the data correspondence (Singh et al. 2020). 
Data attributes to conduct the definite approaches for the technological processes can be asserted for the 
determination of the multidimensional data and information.  

Wu et al. 
(2020) 

It is important to understand both the network topology and flow characteristics in order to get the optimal solution. 
Dynamic data driven design using Deep Q-Networks (DQN) (D4CPP). Furthermore, D4CP integrates past network 
details to controller information into deployment and incorporates real-time switch-mapping strategies. Permissive 
D4P, the datacenter respects the fluctuation, data latency, and load balancing, and can get an optimum performance 
balance (Qiao et al. 2020). Dealing with the enormous amount of data available in today's world and dramatic 
changes in the world's information will get positive results by using deep reinforcement learning (DRL) and learning 
by trial and error. Controller positioning is a major issue of Software Defined Networking (SDN), and has been 
proposed as a way to gain more flexible network access and management. Extensive simulations demonstrate that 
D4CPP outperforms standard schemes in SDN systems with complex flow fluctuations (Qiao et al. 2020).  

Rasool et al. 
(2019) 

With just network traffic authentication, mitigating LFA on the control channel remains a problem in the network 
protection model. The concept of a centralised controller becomes a bottleneck since it exposes a wide range of 
weaknesses to different forms of attacks. In this article, we show how the SDN system architecture is vulnerable to 
LFA and how the attack technique varies from conventional malicious activities, which mainly include attacking the 
ties directly (Mao et al. 2018). The connection flooding attack was among the most dangerous, stealthy, and simple 
attacks against networked systems (LFA). In LFA, the intruder uses bots to deliver low-rate legal traffic on the 
control channel invisibly, resulting in the sdn controller being disconnected from the transport layer. 

Alonso et al. 
(2020) 

As in this sense, smart systems such as deep learning techniques are supposed to refine virtual data flows in the 
virtual networks, deep reinforcement learning approaches are expected to be helpful. Many organisations are 
already turning to software-defined networking and network modules in order to save costs. the internet of things 
and the countless sensors and thousands of connected to the cloud (Mnih et al. 2015). More and more importantly, 
edge computing has emerged as a way of lowering the costs and complications associated with extracting, accessing, 
processing, and storing IoT ecosystem data With all of these vast amounts of data being gathered and processed, 
organisations have a better understanding of just what they are looking for (Tapia et al. 2013). Through analysing 
the data at the network's edge, we are able to have quicker response times, including in the face of connection 
failures at the IoT layer (Mao et al. 2018; Ahmed & Askar, 2021; Mohammed & Askar, 2021; Ali & Askar, 2021; 
Hamad & Askar, 2021). 
 

5. Discussion and Analysis 
From the discussion of the papers, this is obvious that different aspects of deep learning 
attributes have greater implications on the SDN networks (Mao et al. 2018). The size of data 
center networks is constantly evolving due to the exponential development of cloud storage, 
big data, and other technology. Owing to network management and integration challenges, 
conventional networks are unable to address the needs of existing communication networks. 
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The advent of SDN points to a solution to the issue described above. It's an innovative transmit 
antennas in which the forwarding device's control plane and data plane are separated (Mao et 
al. 2018). Routing solutions focusing on a global vision of the network can be deployed easily 
and flexibly with the help of SDN. They are challenging to obtain optimum solutions in the face 
of the changing network world. The rise of AI has given us a modern way to solve the routing 
dilemma. From the evaluation of the papers, this is obvious that organisations need to adopt 
different forms of data evaluation and strategic approaches to render effective outcome for the 
assessment. Data centers would be able to make better choices with the use of SDN Routing has 
long been an area of deep study of data centre networks. With the proliferation of data centres 
and computing centres, there is a need for networks to be separated into elephant-sized flows 
and mouse-sized flows. Elephants flow a lot of data and last a long time Source: As a result of 
today's network-oriented traffic patterns, study is mainly conducted on SDN-based approaches 
in data centre networks (Mnih et al. 2015). Manual application of each of these routing schemes 
is needed. 
 
6. Conclusion 
In modern data centers, the concept of SDN is growing at increasing pace which has been 
impacting on the actual scenario of the business world. In order to complement the real world 
aspects for the complex formation and development of the data centers and management 
capability, separate data, application and control need to be adjusted for the management of 
the technological processing. In this research, the variance and application of different deep 
learning models for the SDN networks have been defined to propose effective model for 
practical utilization.  
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